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Abstract—Reliable detection of security events is essential for network security. Therefore, a suitable traffic representation and model are required. Contrary to the currently used approaches, this paper presents Unevenly Spaced Time Series (USTS) as a feasible representation of network traffic with several brilliant benefits for analysis. The article concerns several types of USTS. A dataset captured on a real ISP network was created to evaluate the properties of USTS. The dataset contains over 35 million time series. We experimentally proved the USTS is suitable for network traffic analysis and allow automatic processing, e.g., to classify series. We experimentally proved the USTS is suitable for network traffic since they can be studied regardless of the encryption. Researchers and engineers currently use Evenly spaced time series (ESTS) created by aggregating network traffic in time intervals. For example, Cook et al. [1] address anomaly detection methods for IoT TS. They mention many articles that use ESTS and describe challenges with aggregation, noise and non-stationarity of TS, i.e. removing seasonality and trend. However, ESTS can cause an information loss that can affect the performance of the analysis.

Therefore, this paper targets the topic using the so-called Unevenly spaced time series (USTS). This type of TS is a natural representation of network traffic because one datapoint is one IP flow or packet with time defined by transmission. Also, they do not cause loss of information because they do not aggregate network traffic. The contributions of our work can be summarized as follows:

– We show several types of USTS from network traffic, their comparison with ESTS, and describes their benefits.
– We experimentally proved the stationarity of USTS from network traffic, which allows their automatic processing.
– We experimentally proved that USTS from network traffic occurs with periodic behaviors implying predictability.
– We create a dataset of 35 million USTS from a real high-speed network CESNET\(^1\).

This research was funded by the Ministry of Interior of the Czech Republic, grant No. VJ02010024: Flow-Based Encrypted Traffic Analysis and also by the Grant Agency of the CTU in Prague, grant No. SGS23/207/OHK3/3T/18 funded by the MEYS of the Czech Republic.

\(^1\)the Czech national research and education network

I. INTRODUCTION

Time series (TS) are essential sources of information for traffic analysis. Time-related features and behavior of the traffic can help to deal with the decreased visibility into the network traffic since they can be studied regardless of the encryption. Researchers and engineers currently use Evenly spaced time series (ESTS) created by aggregating network traffic in time intervals. For example, Cook et al. [1] address anomaly detection methods for IoT TS. They mention many articles that use ESTS and describe challenges with aggregation, noise and non-stationarity of TS, i.e. removing seasonality and trend. However, ESTS can cause an information loss that can affect the performance of the analysis.

Therefore, this paper targets the topic using the so-called Unevenly spaced time series (USTS). This type of TS is a natural representation of network traffic because one datapoint is one IP flow or packet with time defined by transmission. Also, they do not cause loss of information because they do not aggregate network traffic. The contributions of our work can be summarized as follows:

– We show several types of USTS from network traffic, their comparison with ESTS, and describes their benefits.
– We experimentally proved the stationarity of USTS from network traffic, which allows their automatic processing.
– We experimentally proved that USTS from network traffic occurs with periodic behaviors implying predictability.
– We create a dataset of 35 million USTS from a real high-speed network CESNET\(^1\).

This research was funded by the Ministry of Interior of the Czech Republic, grant No. VJ02010024: Flow-Based Encrypted Traffic Analysis and also by the Grant Agency of the CTU in Prague, grant No. SGS23/207/OHK3/3T/18 funded by the MEYS of the Czech Republic.

II. RELATED WORKS

The USTS naturally occurs in many industrial and scientific domains like astronomy, medicine, economics, etc. There are a lot of methods and tools for analyzing USTS, for example, detection of periodicity [2]–[4], spectral analysis methods [5], or anomaly detection [6]. There are also existing methods for training the neural networks based on USTS [7], [8].

The TS from network traffic are used, e.g., for network traffic monitoring, anomaly detection and traffic prediction. The most commonly used TS are created by aggregating the traffic of some process (mostly one network device) during a specific time window into a single value. As a result, an ESTS is created. However, the application of USTS is almost missing in the network traffic analysis domain.

In the article [9], the authors use ESTS to examine the inter-packet gaps of adjacent packets. Network traffic is also sampled into multiple sampling intervals to get ESTS for chaotic characteristic analysis in paper [10]. Also, the papers [11]–[14] use ESTS for network traffic prediction. Moreover, articles [9], [15]–[17] use ESTS for anomaly detection. For classification by deep learning, the articles [18]–[21] use the ESTS, where time differences are used.

The existing related works mostly use TS from network traffic based on regularly aggregated values over specific time intervals or USTS that are aggregated into ESTS. Contrary, this paper describes USTS from network traffic created without any aggregation or interpolation. We also show that USTS can be exploited for classification, anomaly detection, or traffic prediction.

III. TIME SERIES ANALYSIS (TSA)

Most often, TS are considered with evenly spaced time between observations. This type of TS is called Evenly spaced time series (ESTS), also called regularly sampled or uniformly sampled. They are defined as the sequence of observation \(\{X_n\} = \{x_1, \ldots, x_n\}\) taken in times \(\{T_n\} = \{t_1, \ldots, t_n\}\) which satisfy the equation \(t_{j+1} - t_j = \delta_j = t_j - t_{j-1}, \forall j \in \{2, \ldots, n - 1\}\). There are also types of TS where the times of observations are paced by a monitored process and cannot be chosen. However, these TS do not have the same times which satisfy \(t_{j+1} - t_j = t_j - t_{j-1}\). That means the times are, in general, not regularly spaced, that means, \(\delta_j = t_{j+1} - t_j, \forall j \in \{1, \ldots, n - 1\}\), is not constant. They are called Unevenly spaced time series (USTS), also called unequally spaced, or irregularly sampled.
The basic model used for modelling ESTS is an additive model. The additive model of ESTS is defined as follows:

\[ x_t = T_t + S_t + \epsilon_t \]  

(1)

The \( x_t \in \{X_n\} \) is an observation taken in time \( t \in \{T_n\} \), \( T \) is the trend component, \( S \) is the seasonal component, and \( \epsilon \) is an irregular component, that represents the noise or random component. If we want to perform a TSA, then we must extract trend and seasonal components beforehand. This process is called Time Series Decomposition (TSD). However, without TSD, we cannot get a suitable model of the TS. Furthermore, TSD is usually done by hand, and it is problematic to process it automatically.

IV. CREATING A USTS FROM NETWORK TRAFFIC

We want to directly analyze one specific process or application running on a particular device. At first, we divide network traffic into so-called network dependencies [22] that are long-term communication of pairs of devices, where one device provides service to another. Network dependencies merge multiple packets or flows into a single TS. Each packet or flow contains a timestamp of the transmission time, which precisely determines its position in the TS. Creating such a sequence results in a USTS.

Suppose we aggregate network traffic in time intervals as it is used in most published papers. In such a case, we get TS with high dependence on the aggregation interval. For example, the ESTS was created with aggregation interval 60 seconds in Fig. 1. However, we can see that the explicit cyclic behavior of flows in USTS is noised by aggregation.

Furthermore, the aggregation of USTS often causes zero values in ESTS, whereas zero values are usually a problem for TSA because known mathematic methods and tools for ESTS cannot work with them very well.

B. Flow Time Series

A flow represents aggregated information from a sequence of packets with the same attributes in the packet headers. The Flow Time Series (FTS) are multi-dimensional to cover all valuable information, such as the number of packets and bytes. Therefore, such FTS are multivariate USTS. Another important fact is that the flow record contains two timestamps, namely the time of the first and the last packet of the flow, so the FTS has two time axes. These two time axes can generate additional FTS variables, which can be well applied in analysis and possible classification. The first axis is a variable duration of the flow. The second one is a variable time difference representing the gaps between flows.

C. Single Flow Time Series (SFTS)

Since PTS may contain packets of any connection together, creating separate TS is useful. Such TS that contains a packet sequence of just a single flow is called a Single Flow Time Series (SFTS). Because a SFTS is a special case of PTS of one flow only, it cannot contain network traffic of more than one process, and the only noise that can occur is packet retransmission. Therefore, the noise in the SFTS is minimal.

D. Model of USTS from network traffic

We can model all types of USTS with a single equation:

\[ x_t = S_t + \epsilon_t \]  

(2)

In comparison with the additive model of ESTS shown in the equation (1), the trend component \( T \) is absent in the equation (2). If the trend component was present in the USTS, then there is a permanent increase in the number of bytes. Thus, all fluctuations seeming like a trend component in USTS are noise. Nevertheless, PTS can have some local trends as characteristics. We must also consider the time axis of data points. Experiments proved that all types of USTS have times that act like Random walk. So, we can use Random walk model with the model shown in Equation (2) and model USTS for anomaly detection or TS forecasting.

V. CHARACTERISTICS OF UNEVENLY SPACED TIME SERIES FROM NETWORK TRAFFIC

We have created three datasets for experiments with the USTS from network traffic. The first dataset contains 2.6 million FTS created from 259 million flows, 19 million PTS created from 110 million packets, the second dataset contains, and the third dataset contains 15 million SFTS created from 160 million packets. These datasets were created by traffic capture on the ISP infrastructure of the CESNET2. The datasets [23] and jupyter notebooks\(^2\) with more experiments are published with this paper.

\(^2\)https://github.com/koumajos/USTS
A. Stationarity

According to [24], properties of a stationary TS do not depend on the time of observation. The TS with a trend or with seasonality is not stationary, but the TS with periodic (or cyclic) behavior can be stationary. From that, we can hypothesize that PTS, FTS, and SFTS are stationary because they do not have a trend, and seasonal component \( S \) can be a periodic (or cyclic) behavior. We tested the stationarity using the Augmented Dickey-Fuller (ADF) test as described in the paper [25]. Results of our experiments are shown in Table I.

| TABLE I |
| STATIONARY TEST APPLIED ON PTS, FTS, AND SFTS DATASETS (IN %) |

<table>
<thead>
<tr>
<th>Time [min]</th>
<th>Number of data points</th>
<th>25-100</th>
<th>100-500</th>
<th>500-1000</th>
<th>≥1000</th>
</tr>
</thead>
<tbody>
<tr>
<td>all</td>
<td>83.83</td>
<td>72.26</td>
<td>91.30</td>
<td>97.37</td>
<td>99.64</td>
</tr>
<tr>
<td>&lt; 1</td>
<td>67.08</td>
<td>66.39</td>
<td>86.62</td>
<td>85.71</td>
<td>100.0</td>
</tr>
<tr>
<td>1-10</td>
<td>56.73</td>
<td>55.66</td>
<td>76.88</td>
<td>93.94</td>
<td>91.67</td>
</tr>
<tr>
<td>10-60</td>
<td>65.66</td>
<td>62.29</td>
<td>83.24</td>
<td>91.67</td>
<td>97.14</td>
</tr>
<tr>
<td>≥60</td>
<td>88.13</td>
<td>75.32</td>
<td>91.58</td>
<td>97.39</td>
<td>99.64</td>
</tr>
</tbody>
</table>

According to the results, PTS, FTS, and SFTS become stationary in a relatively short period. Furthermore, the results are strongly affected by the number of data points in the USTS and the duration of the USTS. Almost every PTS and FTS with at least 500 data points and with a duration of at least 1 hour is stationary. Thus, our assumption of the USTS model in Equation (2) that model has no trend component is correct, and the seasonal component represents a periodic (or cyclic) behavior of the USTS. Moreover, we do not need to do the TSD of USTS from network traffic, i.e., removing trend and seasonality, before performing analysis. This is crucial because such TS preprocessing must be usually done before proper use. Furthermore, it must be processed by a human in most situations. So stationarity enables us to use mathematical methods and tools for USTS and automatically process network traffic for security threat detection.

B. Hurst exponent

As part of our analysis and experiments focused on the behavior of USTS from network traffic, we performed tests using the Hurst exponent [26] calculated by the procedure for USTS by Ji et al [27]. If the Hurst exponent \( H \in (0; 0.5) \), then it indicates a long-term switching between high and low values in adjacent pairs and the TS is anti-persistent. If \( H \sim 0.5 \), then this indicates a random (uncorrelated) TS. Furthermore, if \( H \in (0.5; 1) \), then it indicates a long-term positive autocorrelation in the TS and the TS is persistent.

The histogram with results of the experiments is shown in Fig. 2, where the red marked interval is for random TS. We filter TS, which have at least 30 s time length and 20 datapoints, and then FTS, PTS, and SFTS tend to have a long-term positive autocorrelation.

Therefore from experiments with the stationary TS, we can confirm that the model of USTS from network traffic in Equation (2) is suitable. Moreover, from the Hurst exponent, we also know that they tend to be periodic, so the seasonal component \( S \) represents the periodic (or cyclic) behavior. So, this leads to USTS from network traffic being well predictable and suitable for anomaly detection and network traffic forecasting.

VI. APPLICATION OF USTS ON REAL TRAFFIC

The presented USTS approach was used for network traffic analysis in our previous work focused on network traffic classification in practice. The classifier was based on periodic behavior detection using Lomb-Scargle periodogram applied on FTS to detect periodicity. The experiments and results of classification of 61 applications, services and operation systems with 90% F1-score were described in detail in [22].

VII. CONCLUSION

In this paper, we have presented i) several types of USTS from network traffic (PTS, FTS, and SFTS), ii) their characteristics that were experimentally proved, iii) model in Equation (2) and time axis behavior. The results of our experiments show that USTS are feasible for network traffic analysis and exhibits significant advantages over ESTS, which are as follows: 1) TS distribution are not affected by aggregation interval, 2) we know what data points and their values represent, 3) it is not necessary to set aggregation time interval, which is hard to select, 4) there are no zero values (times without data points), 5) they contain minimal noise, 6) they are stationary, so there is no need to perform TSD before TSA, which allows automatic procession, and 7) they usually occur with clear periodic behavior.

To conclude this article, the USTS from network traffic and their model can benefit many applications, such as anomaly detection, traffic forecasting, periodicity detection, network traffic classification, and detection of security threats based on their behaviors. However, the computation efficiencies of USTS can be problematic in high-speed networks. In our future work, we will compare USTS and ESTS methods in precision and deployment in real-time networks.
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